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Abstract

The l{_,avy Inn Spectrometer gy.qom (III.qS) al the T BI. B,,vala," provid*d a

unique fad[ity for measuring projectile fragmentation cross sections important il:

deconvolving the GMactic Cosmic Ray {GCR) source composition. The general

,:haracl,.i-i_tlc._ of the alq_ar,_t,,_ _l,'cific to this appli_aliol, ,_r*. (b's, rih_.d a.lld the

main fe_,ures of the erent reconstruction and analysis used in the TRANSPORT

experiment are discu._sed.

A-07 7.tif



1 Introduction

One of the fundamental goals of Galactic Cosmic Ray (GOR) astrophysics is to relate

mea.suremen!s o r the elemental and isotopic spectra of cosmic ravs to the oliginM cam-

posit.ion at the galactic cosmic ray sources (GCllS). Accomplishing this goal will provide.

important information regarding the mechanism(s) responsible for accelerating cosmic ray

nuclei to high energ& the mixture of material, possibly from exotic a.qt.rophysical sites.

making up the GCRS matter, the nncleo_ynlhesis of heavy rustler at such site.% and the

ex-olution of matter in the galaxy. Key to this task is being able to carte'or the me;_;nred

spectra for the modifications resulting from the atomic and nuclear interactions of the

GCR with the interstellar medium (ISM). Given the ability to predict the population of

the different secondary fragments produced in these collisions, it is possible to determine

the extent of the propagation effects by examining the ratios of pure secondary specie_

(those vdtl3 litgIe or no GCRS eomponeP._s) to primary species. Currently tt_e ability :o

determine *d_e GCRS compositior: hr ma_ny it:stances is limited by Lhe accuracy of the nu

clear fragmentation data and models rather than by the GCR measurements tl:emselves.

A critical next step to achieve a better understanding of the GCR source populatkm,

accelerallon, and propagation ;s the accurate measurement of cross s_c!ions for expected

primary GC.R nuclei on targets of the most abundant ISM m_clei, ]l and tl,-, over a hl'_a,]

range of en_'rgies, the focus of the "FIR ANSPO1RT collaboration e.,cperimental program.

Projectile fragmentation is known to produce s_cnndarv isoto[,e._ havh_g velocilie<

nearly equal I_ I.he incident beam velocity Ill. S_crmdarie.% or frogmen#% have t ralisver_,.

moment, urn distribution._ that depend on fragrnenl and projectile mass and are typically

gaussian [21 with widths of a few hundred MeV/c {.3]. In peripheral collisions, the products

typicaily consist of a large fragment, having mm_ and charge near thai of the projec_.ite

accompanied by a few low mass fragments (e.g. neutrons, and hydrogen and helium iso-

topes), h, central collisions, there may be many low mass fra/,,meats produced. Be_weea

these two extremes lies a region of multi fragmentation in which medium aald low ma, s

fragrnen_ s are produced in the same collision. Peripheral _md multi-fragmeutation _'gimes

contrit3,ule gigni{icantly to th,' pro,_h_cti,_n cros_ sections for fragments thai raugt' in sD._"

from the projectile (i.e., beam) mass, A_,. dawn to one half that mass, A;./2, Iho rang," 6f

interest in this experiment. To be ._en._itive to, this range of fragm,.nt_ and sLiII a,-tueve i_°,-
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topic identifications, the large aperture Heavy Ion Superconducting Spectrometer (tttSS)

at the bav'rence Berkelw Laboratory (LBL) was chosen as the facility for the initial mea-

surement of the TRANSPORT group.

The program conducteded at LBL included mca._urements of the interactim_ cross sec-

tions and the single particle indu,_ive etemen_a! and isotope production cross sections for

a variety of astroph3"sically important heavv ion Beams from t{e to Ni at energies from

338 A MeV to 894 A MeV incident on a liquid hydrogen (Lttr) target. These data were

coliected during two separate running periods. April i990 _ad April 1991.

This paper describes: (1) the general theory of the measurements (section 2), with the

relevaalt %rmuiae used to extract cross sections from the raw e×pe,imental data; (2) th_

experimental apparatus used in the TRANSPORT heavy ion [ragmenta{.i,m pros1 am and

the det.ector _.-alibration proced,_res (section 3); (3) an outline o r the' an._lysi- pr,_o:dure

(see:ion 4). which includes a description of the parlicle idenl.ilication (PID) melh,,d I.,.s,.I

on measurements of the incident beam reelers and of the rigidity, charge, and xel,_ril v el

each outgoing fragmen{ produced in the interaetic, ns, Che analysis of neutron data, an,t

the discussion of the possible sources of error; and (4) the conclusions (section 5) about

the current status and future prospects of the TRANSPORTI" program.

2 General Theory of the Measurement

The detailed formulation for anMyzing the experimema! data depends upon _he con

figuration of the taxget where the interaction takes place. Many similar experiments

have adopted the so-catted 'thin target appro×imation" for its simplicity, ttmvever, a 'full"

treatment is usually requirM when all other fa.ctors are consideled. In our partieulal ,tl'-

plication, th- analysis sturts with a 'thi. targel ai_proxhnatlon'. A f.Ii an,dysi._, il_,'luding

target thickness and system acceptance effects, is applied to yield the final cross section

values. In the following sections we present a Brief description of the anMy._is procedure.

In addition, wc include a more detailed cro_ ._cl.ion analysis formulation in the Appendix

A, a_ such _reatment is not easily found in the literature.
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2.1 Thin 'l'arget Measurement of Cross Section

In the case where a projectile P =_ I:o _- (Zp. At), incident o_, a thin sell supporting

target T, produces fragments F/_= (ZF, At,), the cross section for producing I, (0 < i < n)

"s g;.ven b v the well known formula (see Appendix A):

1 N,
or(0 -- i) .... (_)

t ':';rot

where Ni is the number of fragments I_-, NTOT is the number of incid,-nl projectiles and t

is the thickness of the target. Thi* is a very good approximatio,_ for a thir_ target whore

t <( ! a.lld OT.TOT, 0 is the tola! cross section For a h.vdrogel, large!, lhe 'bickm:s.< t

is determined by

N.. t .p- L- 10-_Tmb _.t
AH

where Na is Avogadro's numt-mr, Au is lhe atomic weight of hydrogen, p is the target

density in g/cm 3 and L is the 'a .....,_s_ geometr:,c leng;h in cm.

Because o1" the simplicity of Eq.(1 ), it is easy" to implement the corrections for the

finite size and efficiency of the detector system, ,_g well as for the background subtrac-

tion for those targets where the container/support materi_A is not negligible. In reality.

even for such thin target, s. determining N, and .\'rot involves more them simply counting

techniques, as they must incorporate such considerations as detector system acceptances,

cq =_ o.(ZF. AF}. detection efEciencies of the system, t_; -_--t/I.ZF, AF), normalizations be-

tween runs taken with differevt triggers, aas.t spurious fragment production in the target

supports and beam line materials.

The true produced population of the i °' fragtnetl 1, :V,, can be simply related to the

experimentally detected population, A',.a., by

N, - ;\',(t) = ,Vror _rft/ , il-t = A',._.,., (3)
•"_ • qt . t_l.lJ

where Rj:n is the normali_.ation factor he'ween iuns with diffcrcal _nggcr_ t,scc scctton

A-IO lO.tif



,I.,1}. The true total number of incident beam particles. N'roT, is also ottained experimen-

tid,_y as the sum over all possible fragments, including non-interacted pro.iecdles. That

is:

?'%r = Z '\'- (4)
i=0

The ¢omp!icat.ion introduced in the e>:peri_.qentaldetermhlatlon of oT(O --_i) by the

background signals from reactions in the target container and/or support and in materials

along the beaau line can be accoup.ted (or by repeating the meas,_rement usb,g an e,npty

target vessel, TO, in place of the qlled target. 7', and subs|ituting Eq.(1) with:

] _ i%',r N.r o

where A', J are given by Eq.(3) rind the At-,, -' by' Eq.(4)

2.2 Finite Size 'lXarget

r{ -Th_ cros_ section calculalion_ for a re_l.stlc tar,,et ,_f finite thi,k,e_, s and t(an_ver_e

diameter are more complicated. There are a n,mb,'r of eonshlc,-afi_m_ which have h_ be

resolved before final cross sections ea,_ I,,,eval,_aled.

(!). The losses of inciden'o beam projectiles and fragments within '&c target via i:,-

teractions wi_,h either the target or centainer materials cannot he ignored. The ",target

used for this experiment (see section a.2) contains _ 0.25 g/cm-" of liquid hydrogen, and

the windows of the target vessel have a total thickness of _- 0.16 g/cn,3. Ther," aze two

major factors that significantly affect the cross section calculations. The first is the toss of

beam particles through the target. ]'his effective beam reduction, if not corrected, reduces

the measured fragment relative yields. The second is the loss of background f,agu-ent_,

created in the front target wlndo-.-', through {h," hydrogen w',lume 'lThi_ reduction o[

barkg_om_d i_ _ot present for the ma._ dmr, my used for target out runs (T0). Therefor,',

thi_ makes the background, measured by TO runs. higher _,hrm tim ',,rue background and

again, if not corrected, reduces the measured fragment yields. In addmon, there are finile

conlr[butions from _cond,'try production, i.e. fragment.', produced from other fragments
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,_-itl_hig'i_e,- (Z, A).

(2). The detect.ors and target acceptances, in genera1, depend upon (ZF, AF)- If the

target, is not very long, as is thc c_e in the present experiment, we can use the mean

acceptance of the system, taken along the whole thickness '_. ltowever, depending on the

effects of transverse momentum aaM scattering, the produced fragments lq may escape

the target volume prematurely, espe¢iMly for long targets and low incident energies.

(2). "I'hc acceptaxlces for various post-target detectors arc also dcpendem upon (Z_-, A_-).

and have re be e_ztuat.ed individually.

The general equation for transpor[ of projectile nuclei through a realistic target is

.J_*--I

d.\',(_) +N;(_; bcr(:'_ _'r._'o'r._ _ ..V,(,.) b_.T(:) or(j i_ _C,)
dz " :=_

where z -- :\';- - s, s is the depth of the interaction point inside the target and N r the

number of target nuclei per unit area..%'_(z) is t.he net number of fragments of the type

k present Mter the bean', has traversed a depth z inside the target, _r.ro_-., is the total

cross section for the production of secondary fragments and bi.i-(z) is art acceptance term

which reduces identically to I or to the Kror.ecker 8;.a for targets with suiracient!y large or

_u.qlcientlv smMl transverse diameter, respectively. The fragme:its. /;;, are ordered fro,,,

the proj_'clile Fo to the stnallest pos_ibi_- fragm_.,_t [-_, i.e. 0 _ j < i < ,, Cro_s s,'cti,m.

for pick-up of nucleons from the target, are negligibly small within the en,-_gy rang,- and

projecLL:.' :_rget combinations for this experiment, and. con._eqnently ',,he ,-_rre_ponding

terms in Eq.(6) can he ignored. A detailed derival ion of Eq.(fi) can be fimnd in App,'mlix

A.

The i :_' fragment, popular, ion meaaured by a detector, ,\,.4,,. is now bound to tits. true

number of produced i t_ fragmez:ts by the integral equation

' d,V.,\",.e,t = 't, " (_,,'r(:1 •_ "dz i7)

wifich, for realiatically thin targets at g_ven incident energy. _ in t|:e present case, reduces
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Io

5 (i ¢ 0) = J.\', (9)

where o'i.z" is the mean acceptance of the detector system taken alone the target itself.

The only methods of solving tile go.meal transport equation, E'I (6). at,: uumerical.

In practice, the cross sections from Ihi< experiment are calculated in Iwo :_.'p._ vsin:: a

comb;nation of both Eq.(6) and E'q.(5). Pirst the thi_ target approximalion {i.,.. Eq.(5})

if, appfied t.o obtain the- thio. target cr,_f,q section_, with all de{eclor acc,-ptam','_ _o,r,-cl,-,[_

Then 1_t.(6 ) is numerically solved with the deduced thin larger cross _eclia,s used aq

the initial va.lues. The entire target is divided into many thi. dabs so th;d i", t (1) is

applicable I.o each slat). Accepl.ance corrections are applied to each {,bin stab. ,qccc, ndary

interaction cross sections are estimated from tile Webbcr e_. al. parametric prediction {-I]

and _ota| interact.ion cross sections are caicu]ated from this experimen_ [51- An iterative

process is used to calculate the finai [raonent yields for both LHe and mass dummy T0

t.argets runs. The cross sections cr(0 _ i), which we want. _o mee._ure, axe varied until

the calculated yields match with the experinv.'ntai data. As helen pointed out. the major

correct.ions come from effective loss of beam projectile and b,xckgrouml h,ss. Due to t'.qe

•act that the hs'drogen thickness i_ only _ 0.2-, g/cm _. the ._-conda_y prod,, tit,u in m(,_t

eases is nol significant, except for channels wilh very large charge and mass change.

B

The Heavy Ion Spectrometer System (HISS) at,

LBL

9,'" omfigm,',l h_, thi,.Tim baltic apparalus of the rnagm'ti,: _1.,," lrom,'t,'r, lll..._, as it w_s

experimen* is shown in figure i. It can be- divided into three main subsystems.

1. The upstream detector systen', (UDS). includini_ the target, ,hro:lgh whid_ _}:e beam

passes before entering tt_e magnet.

2. A simple superconducting dipole magnet with a 3 m pole diameter, a 1 m gap, and

able to generate up to 7 "I'm of bending power.

A-13 13.tif



3. Thc downstream dctcctors to dctcc_ and identify particles emerging from the mag

net, These are: (1) a drift chamber (DC) for tracking the charged products; (2) a

time-of-flight (TOF) wa}l; (3) a multifunctional neutron spectrometer (MLF'FtNS)-

A general discussion of the standard set of i|Lqs deteetor._ fl,r charged particl<, ha._

been publi.qhed [6] and information ahou_ the nen|rnn delector followed later [7]. H,-re we

describe only the application el these detectors to heavy ion fragmentation measuremeul._.

The magnc:ic spectrometer mct}_od of part.icle identification is based on the premise

that a given isotopic fragment. F, _. (ZF, A_-), can be identified hy me_uring its charge.

ZF. rigidity, RF, ,_ld the reduced velocity. ;3F. giving AF By:

RF . ZF - C ' c
.4y = ( !0_

,3F " -FF" "rrl %" • C2

where m,v is the nucleon mass. Z,- is measured both in the UDS and TOF wail. while the

combination of the trajectory information from the UDS and the tracking iu the DC afLer

the magnet determines /?p, provided tl,e rich map is kaowm The TOF wait, roger,ice

wifl, the start scln_.illator in the UDS, is used to deiermh_e the time or flight, rnea_st, rlng

L?t'.

3.1 Upstream Detection System

The major lunch.ions of the Upstream. Detection System (UDS) are to provide the

primary event trigger, to monitor beam quMity, to provide a retiablc bean: count, to de

termine the position of mn incident bea_m particle on the liquid hydrogen (Lti, I target.

Io provide a l,O_l-taa'get c}:arge identification, and :o return an up_treaJn three \ector

for eazh fragment. The mas_ resolution of a magnetic spectrom,,tor depends on accurat,.

mea.surements of the trajo(forie.- of the in<-i,]ent pa:'ti,:lv a,,d (,f the reaclion ,),oducts.

t
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vessel (TGI") is placed between \:2 and V4. A Fiber Scintillator Hodoscope (FISH), d, _

signed t,o meas_lre fragment trajectories, is placed between SSD/BV and tlIbS.

These detectors were mounted oil a specially desio'ned o0tical bench which not e,nh"

provided a relative reference fee.me, but also aided placement reproducibility when detec-

tors had to be removed for reconfiguration or repair duzing the co_irse of the e×perilnent..

Scinti]la/.ors S1 and V1 are placed at the beam focus about 10 m upstream of the target

where Sl flmctions as the start detector for the TOF system. VI, V2 ,-rod the adjnslable

veto AV, are used to veto any beam particle_ outside the acceptable pita._e space of the

system. These scintillators combined with $2 constitute one of the two main triggers for

the experiment (the other, iNT. is defined in secLion 3.3):

BEA:_t = S_ . 1::i - .T?. S2L -3Ni t:2 - P¢(_" . V:i (11)

PRE (preceded) was generated by a_ coincidence between S1 + l"i and the slightly d, "-

tayed output of aa UpDa_,ing-O_le-Shot (UDOS) gate tri_ze,-ed by SI + t't. A coincideno _

occurs only if the paxficle was preceded by another particle withiu the we-set widlh _,f

the UDOS. This insures that no beam particle or fragment preceded a vali,t tri_rr within

a 15 - :100 ns time period. Two discriminator levels we.re applied to the signal front $2

to reject events with an energy deposit significantly dillerent from that of _hc projectile.

These S? signals, S2L and S2u. acted as a single-channel analyzer to block prcfragm¢ nted

beam particles or multiple beam particles (with < 20 ns separation) from triggering tile

system. The corresponding discriminator level.q were adjusted for each beam. A scaler

count of the BE, AM trigger was n._d to catcuia_e the quantity A'r,)7 referenced in Eq (11.

Beam quali_y w_ monitored by checking for adequate time sep_ation betweeu beam

particles entering the system, assuring beam species purity, eliminating beam hale and re

strictiag beam pan, titles to the proper phase space. Checking the lime Sel,aral [on l,etwe*-n

incoming b,_am particles is ac(Oml,li_h,'d hy bracketing every l,arti,l," ,.ntering fh_" .,.'.sl,_,r,:

from .91 + V1 with a 2 Bs gate from _ s,'cond I!Ol).q (()ICI'EC -104A). The coincid,:nc,"

between thi._ gate and a preceoding or following beam particle is put into a coincidence

regisl er I.o flag t he event being proc_-ss:,d as po_sihly ¢cmt emir, areal. 'l}w 2 t_s s_mdow w;Ls

dictated by the 0.6 ps peaking time o| th_ SSI) ._haping aml,lilier.
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The purity of the beam accepted was determined by a combination of S1 and $2 detec-

tors and a bending magnet placed upstream of $!. The pulse height of the $2 signal was

used in the trigg'r to veto beam particles with incorrect charge, while any beam particles

with em incorrect charge to mass ratio were swept into the V2 veto by a bending magnet.

During runtime, the Si counting raze and the ratios S1/V1.5'2/1"2 and NroT/t?EAM.

were used {o monitor any significant drifts during the tun.

PSD1 and PSD2 were placed at about I m and 2 m upstream of the liquid targ_!

to vector the incoming bean,, p_rticle_. Both PSD1 aatd PSD2 are constructed with at,

internal scin|il!ating fiber grid for t:alibration purposes. PSD1 and PSD_ 9 were used off-

line to reject any events ori_naling from beam particles outside ,tce,,ptabl,' phase sl,ac,"

limits. Dala from the combinatian of V2, PSDI, and PSI32 deb.rmined tl,,- i,,ojt.ctih-

acceptance, a' 0 ---_a'(l _) = 1, as referenced in section 4.2.1

3.1.1 Upstream Vector Calibration

A crucial function of the UDS was ;.o obtain an upstream vector for each beam particle

For this task it was nec_sary to produce an internal c,'dibration of both P.qDI and PSD2

for each beam. using an internal scintillating fiber grid. At the beginning of each Bean>

energy" change, e,'dibration data flies were taken in which the "OR" of each grid's fibers

was required as a trigger condition:

FIBER = (SI + Vi). (Fiber._rsr, t + Fibcr._-rst)a) (!2)

Tile PSD outputs corresponding to the crossing points of the fibers, as shown in

figure 3, are determined and placed into lookup files where they are cross ref¢:renced

with the known physical locations of the fiber crossings. These lookup files are us*,,i for

inl_-rlr,olaling the pr_sition it, th- PSD det-ctors for ea,:h beam particle withlu an error ,4

cr,,,Sl .) _ 0.1 ram. To pro_ect agains| possibl,_ d,'i,.ttr, r drift.s, each data file wa_ ch,-cke,{

for any run dependent o,qs_ts by imaging the fib,.rs for each lil,_. In ,,.,,_s t cas_"_ thor÷ w,.re

no off._ets. The values for PSI)I and PSD2 are th_n used to calculate a thre," vector for

each beam pargicle and to project the be;u,, particle's pomtmn to the L It._ target, and

further to MUFFINS.
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3.2 Targets

A schematic of the liquid hydrogen (LH_) target crvostai and control system ,_ged

in ibis experiment is shown in fig_re 4. The ,*arget a__sembl 5 (bottom) contains two)

targ,,t vessels of length 2.7 cm and "20.0 era, respectively, and diam*'te_ 7.0 cm i,i a corn

men cryostat. The vessels are stainless st_'l cylinders, with ltq0 tm_ tits, into windows,

wrapped wiLh copper tubing to provide heat exchange with a 37 liter dewar of liquid

helium mount.ed beneath. The entire m_em,t_ly is, ii_ turn, surrounded by nmltq)le lay

ers of super-insulation, a copper heat shield, and a vacuum jacket cot_structed from a

corl ugatcd stainless stee.l cyliadcr v,it.h machined aimninum ei-,dcaps and another set of

10t') pm titanium windows. ,qoth target, ve__sels are equipped with I cm stainles._ steel

emergency relief lines that exit through l,he front of the vacuum jacket. The temperature

and pressure were monitored and recorded for eac]: run.

The L!t_ larger is operated a_ a pressure of 2 a'.m winch cauems the ent rance and exit

windows to bu!ge into the vacuum vesse!. Thus, _,ite geometric pa:}: ieng_.h (in cm). L, of

an incidev.', projectile is: the liquid depends on the point of impact o,_. the face of the LIra

_arge_ and on the trajectory relative to the symmet,-y axis of the target.

Due to the time required to drain and re!iquify the hydroz.en i,I tt,e I,H_. largcl, a

"mass dummy" target was used to emulate an empty target vessel and oblain the vahu.

of .\;?.£, referenced in r.q.(3) the,rash Eq.(5). The "mass d,,mmy" ves_el ,,as installed to

on,- side of t.be dewar eonlaining t.he actual L fG. largel, so thai "Larger in"/"target oul"

changes could be performed quickly.

3.2.1 LII2 Target Thickness

The most import_.nt parameter m_sociated with the target is the actual thickne_:v in

g/cm 7, p. L, of ]iquid hydrogen traversed bv the beam particle._. The target is designed to

operate in the pha_ve space region where the L lla temperature cleanses siowl:,' enough that

the' hydrogen never st, rays far away from tt;e equilibrium _tate. Because of the one to on,,

relationship between the temperature and pressure at equilibrium, Ihe (]eIlsit 5' de[),'n,.is

only slightly on the pressure of t he liquid b v,lrog, e,i in Ih," tars, q, and _s_" d,-t ire the L llz

density from the t emporatur,., using the val,w of ll,e presqur,- f,,r minor enrrecliorts.

11

B-03 17.tif



Figure 5 shows the target vessel temperature mea.aured during a typical portion of

the AprU 91 r,n (top) as well as the relationship between temperature and LH_ density

(l,ottom). The final densit,y was determined to be in the ra.nge of p = 70.6 :k 0.9 kg/m 3

and wa._ f_und to be essentially constant during each run, The liquid temperature and

pressure were very closely monitored, independently, so that, any density variation could

be identi,qed aa_d controlled to less than 0.2/% during the actual data taking period. The

uncertainty is dominated by systematics in the exact shape of the ,_amration ct:rve relat-

ing den._ily and temperature. The actual target thickness must be derived for each beam

By knowing the density of the liquid sad the pathlcngth dislribut.ion of the l'wan', through

the target vessel.

After initial pressure tests, the target vessel titanium windows are permanently con-

torted into a spherical shape with _ t36 mm radius of curvature. Thus the titanium

windows bow out ie the center by about 4.5 mm at _he furthest extent m_ each end of the

targt t, introduc.iug a maximmn of m 33_'0 pathlcngth variation across the entire thin 2.7

cm target. A realistic beam has a fi,_ite extent over the curved target surface bu! varies in

intensity over the area. With the help of ,pstleam vectoring, the exacl beam profile was

delermined for each run. Thus the uncertainly in the mean ta.rgcl thickness is ac|nally

dominated by the accuracy of the ups_,ream vec;ormg, which, in turn, is dominated hv

the uacertaint.y in the survey of the physical location o{ the position sensing detectors,

PSD1 and PSD2.

To evaluate the target thickness uncertainty, the diatr, butmns of thickness were derived

for beam profiles generated by moving one of the position _nsing detector,_ + 2 ram, the

survey uncertainty, along both the horizontal and the vertical axes. The variation of the

mean target thickness was then used to derive the final t_get thickness, typicMl.v 0.21

g/cm 7 for tl,e thin target, and the resulting: uncertainty, At�t, normMiy less than 3_.

3.3 Interaction Detectors

The charge of the projectile fragment. Z_, i._ memsu,'cd downstream of the L H_ target

by the combination of two detectors, BV and SSD. The BV' detector consmted of a 7

cm high by 10 cm wide piece of 0..3 cm thick Bicron '108 plastic scintillator which wa.,
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B-04 18.tif



viewed by two RCA 857b photomultiplier tubes, one on each side. The SSI) was a 5

cm diameter, 0.1 cm thick, lithium-driRed-silicon solid-state detector. This detector ,s

positioned just down stream of the LIt2 in a light-tight, nitrogen filled container with

5-rail Muminum-foil windows at the entrance and exit. A DC bias of 400 V was applied to

the SSD.. resulting in a leakage current of less than 10hA. The $SD o,ltput, was amplified

using a Tmmelec TC-i78 pre-amplifier and a TC-244 shaping-amplifier set for triangular

shaping. A peaking time of 0.6 f_s was selected to optimize both charge resolution and

beam rate tolerance. Tile amplifier gain was set to register the average beam peak at

80% of full scale of the ADC. This value was chosen to encompass 99_ of all incoming

beam particles, to maximize the charge resolution from the detector, and to be able to

flag overflow events. For the 1991 runs the SSD detector was coupled with a scin_.i!iation

detector, V4, which was used to eliminate events containing fra_nents tl,at impacted thee

edge or mounting ring of the SSD. The \'.t detector consisted of a !5 cm 2, 3 mm thick

piece o[ Bicron 408 with a ,1.6 cm diameter hole positioned to be concentric with tl:e SSD

detector. A typical raw dala plot of the resullant SSD signal ver.-us that fr_om tb,: 1}1"

scintillator is showm in figure 6 (top) for a a'S beam at 770 A MeV, and di;cu<ged in the

next section.

The _cond principal function of the SSD detector and BV scintillator is to determine

if the incoming beam particle underwent an interaction in the target. The discriminator

threshoid on the sum of the B\; PMT outputs was set at a level betweeu Zv and Zr -

1 and the signal was used in the second major trigger for the e×periment which tagged

tho_ events in which a nuclear collision occurred:

J :V T -- BEAM • 13"77 (}3)

An SSD vs. BV plot for data t,ak,-'n with the 1NT trigger is shown in figure 6 (bottom}

wh_ere the rejection ofuninte.racted beam i_evident. N_,l,,Ihat [b_. 111" th:,-.,hq,hl s,.tting

produces an underestimation of the 7,,, - 1 fragment, but does not alh,_'l any l,,_,-r, harg,'

fragments. Hurts were made with both the I.VI' and lJl'2.-t,I! triggers to maximize the

number of fragments collected for a given time period and Io determine" the rejeclmn

emciencie._.

1:1
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3.3.1 Interaction Detector Calibration

The final post-target/pre-ma_et che.rge aszigned to an event was a combination of the

independent charge measurements from the B\' and the SS1) deteclors. ]'t,e tlrst step in

obtaining a charge calibration was to remove the background caused by multiplr parliele

pite-rp effex:ts. SSD "undert3ows _ and secoltdary ipteracLiozts which obscure the "charge

islands" shown in figure 6. The multiple particle pile-up effects occur when twa or more

particles pass through the detector within a few micro_econds or _m_. another. Pib_-up

causes the SSD detector signal to either saturate (line at the top) due to tl,e o×ros..dve

energy deposit or to be reduced (e.g. vertical stripe at about BV ADC. of 7flIi), bo_h due

to the finite period of time that it take._ the shaping-ampli,qer ou_.put to return to baseline.

While the e--:periment trigger included pile-up prol octiotl a._ meal ion,-d earlier, it d,d m_t

provide. 5311 protection. Thus it was necessary to ,se the event ¢lork scalar ',o tag lhr._e

events in the off-line analysis. AI_ seen in the raw data plot are SSD _undcrflows" (line

at the bottom of the plo{,) which axe caused by parIic[eo missing the active region of the

SSD, but. hitting the larger BV detector. The V4 detector was installed in the 1991 data

run and removed most o¢ these underfiow events from that data set. Finally, to the |eft

of the diagoaa! formed by the valid events are particles wi:ich have suffered secondary

interactions betw_mn the SSD and BV detectors.

Once the background was removed the SSI) signal was hisiogrammed al,d a muItiph.

gaussiat_ fit was used, to determine the tneans of the charge peaks. These means were

linear in Z _ asad were fit using the le,_st square method to provide the SSD d_arge calib_a

flea. The BV detector has soma-what poorer charge resolulion and the charge peaks wrle

not as easily identified. For thi_ reason _ve used the SSD to ._/-lect a particular element

The resulting elemental hi._tograms in BV were. then fit with a gau_sian distribution to

determine lhe mean sign_.l.% ,a'hich v.'err fnund to be linear with ZI..

These calibrations were performed for each beam and energy combination m_ *he PM'I-

tube voltages and amplifier gains were ,'Mjusted to optiP. ize tim charge resolut ion for eaci_

run. The calibrations were al._o determined for b01h "';arget in" (LH_) and "tar:act ouC

(TO1 on each Iron.m, as the energy deposited in t.he dot_-ct,_rq wa_ 8iffrrrnt for thr 'we c_es.

After ib,: cMibratlol,s are applie,I, the [lltg[II_"lll _harg_" is d,'te, mi,,m} f,m, a w*'igl,l,'d

1,1
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average of the SSD and BV signals. The relative weight_s were adjusted to optimize tile

charge resolution. The result is era < 0.2 throughout. Typical charge histograms for both

the EEAM (top} vald ]NT (bottom) trigger data are shown in figure 7 (+'2S at 770 A

Me\'), where clear c_J_arge peaks can be seen down to Zp,/2.

3.4 Dri_ Chamber (DC)

The DC w_ used to determine the trajeclories of particles emerging from the mag-

netic field. The DC is composed of fif_ee.n 200 cm tall by 300 cm wide by l0 cm thick

modules. Each module consists of a sen_ plane which is sandwiched between two high

voltage planes each consisting of titre,- plan_ of w_.res, staggered by 2 mm and held at

different negative potentials to achieve the optimum field shape for the 1 cm by _2cm

cells. The wires are oriented at 0 °, -t-3(I_, and -30 ° from the verticM to form S, T, and U

pleams respectively. The plane arrangement was T-S-U-S-T-S-U-S-T-S-U-S-'I--S-U- The

fifteen planes comprise a single gas volume which is filled with PI0 t90% :kr:lO% CH_)

ga__ and sealed on either side bv a double 0.5 mm mylar window. The overall high vol'.,.::,e

was adjusted to ma×imize the DC and electronics dynamic range for each b,,.am-enorgx

coml)ination.

Particle posilions returned by the I)C. when combine, i wi*.h the I,pgtream po.qiti_z-rJ

measurements and the magnetic field m_p, yield a rigidity mea.surement, let', for eac}_

particle. As ._hown in figure 8, the DC siingle plane res_,!ution is -_ 0.25 mm in the bending

plane of the m_gnet, which corresponds to a _igidity resolution '_R/R _ 2.10 -3 for a_:Ar

at 546 A MeV. A more complete descripti:,a of the design principles and electro;:ic_ f,_r

tEis detector can be foand in a paper b'v XoSas",_hi ct at. [8]

3.4.1 Calibration and R.csolu:don of :_he DC

Several steps were involved in ,:atibaati _g the data from the DC before particie tra-

jectories downstream of the magnet cou]d be ]etermined. A primary step was the deter-

mi,_ation of the space-to-time function whi,.h would accurat_.ly translate the d_if, tim,,

(given in TDC cham,els) il_to a spatial yak..' {iJ_ g,_:clons) for an)" glv,._b o'll b, the D{"

Thi_ space-time function w_._ es.sen_ially th, s,,t v' fi r all c,-ll._ of tl,e I)(.': however, it did

<'hax,ge when tb++ voltage supplyir,g Ih+* ;+hal_ tl,g [ei,I wa,_ c},ang,+d f_l th,+ <lill',.c<'ut h+'am
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al,d energb' combinations. Thus, it was necessary to recalibrate the space-time fimction

for each beam-chef D" combination.

The space-time flmctions for the DC were obtained using an iterative approach. Slart-

ins wit}_ _ initiM guess h_r the spac(-tinm funclion, the hit posii.ions for parti_'les pa_qsing

through a single drift cell _,ere determined and plotted w'rsus the TDC channel. Nex_

the particle trajecto D" wang _t. mid the track residual wm_ platted again.at the hi' position.

These residuals are the difference be_,w_n ',.he position of the track hi & given plane as

c_lculated [tom the current version of the calibrations and the position predicted in the

s_me plane from the fitted track using all other planes _socia,*ed with this track. An in

correct TI)C offset would cause an uneven left I,o right dist.ributlon with respect to tmle.

A non-zero average residual would he ca.uscd b,v incorrect offsets between ,*.he different

wire planes. An incorrec_ shape of the space to time function would introduce a tilting

vend/or a waving in the residual versus hit position distribution. Tkcse paramesers w_

adjusted until the residual yielded a fiat, even distribution within Lhe ceil. The effective

resolution of tbe space-time function was further increK_ed by using the particle's charge

as determined by the drift chamber ADC values t.o slew correct the drift chamber TDC

values.

In additi,'m to l.h_ space-time tunclion, it was nevt'ssazy to determine the individual

wire and plane offsets. Unlike the spa(e-tim,-rurve, the wire/plane o{[sets wine neither

beam nor energy dependent but remained constant _ long as there was no physical dis-

placement of the DC.

The next step was to refine tile above calibrations using information from the ]OF

wail. Specifically, the trajectories determined by the DC can be projected onto the iridi

vidua] slats in t]",e TOF wall. By comparing the prelected spot with known dimensions for

these stats, the physical relation between the ' ' "' ' aetec_ors in tile experiment were a(Ijusted

to inuc]l grt'ater precision than the _0.2 em achievable ILv the surveyors. Over all rult_, a

llq)rizantal ro._+,lntion _f _XDC = .S.',fipm and _ vertical resohlti_m of _,\5".,)c = ,lS()#lm w,_,_

obtai r,ed.
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3.5 Time-of-Flight (TOF)

A TOF system was used in this e×periment to measure the charge, Z_-, and velocity,

_Fc. of tile fragments, emd to provide a rough position measurement to complement tile

trajectory information obtained by the drift chamber. The time-of-flight (TOF) system

at HISS consists of a central section of thin slats and outer sections of much larger slats.

The central _.rea covers I m × ! m and consists of two layers of _ieron BC46S scintillator

slats, 2 cm × t-I0 cm × 0.7 cm in size, offset to provide a i em granularity. The additional

40 cm in length acts as a light guide and provides for an asymmetrical bend at both ends

to allow connection o[- a liamamatsu 111398 phoLom,_ltiplier tube (PMT) Each PMT i.-

covered by a 0.020 inch _hick mu-melal cylinder and the whole row of P31Ts is addiiion-

all 5, shielded b,y 0.25 inch sol! iron plates to protect them from the stray magnetic fieM

of the II1SS dipole. On either side of t.his ceniral area are t_vo layers of larger ._lats. 11

on each side (g front, :) back) with each sial of BC408 Ill cm × 252 em x {).7 cm. At

the top and bo",om of the central area are lwo lavers of larger slats, 8 eacb: four in front

and four hehind, with each BO.10S slat being 20 cm × 100 cm × 0.7 cm it, siz(.. All slais

in the central section have Rla98 PMTs at each end, while slats in the outer section are

equipped with Amperex XP-2020 PMTs.

The PMTs use active bases having 5 Darlington current amplifier circuits o, the finn!

stages to maintain output levels in high rate applications [9]. Each base providt._ two

_mode outputs, one of which is routed via 400 foot long RG58 cable to a LeCroy 228211

F'q 1 I" " "
:\D_, and i.he ott_.er routed to a LeCroy ,I413 (nscnmmator, whose output is sent to a

LeCro). 2229 (Mt;d 400) TDC via 2:_3 r_t (,[ t_,isl,_d pair ribb, m cab]," . ])isc [iminatc, r

thresholds were set to fire at 25 inV. "rl,e lowesl charge ob._ervable varie_] fro,, slat to slal

and from beam to beam. The high voltage was ,et |_ rnaximiv.o th,r availahle dynan,c

range.

The IJI)S and timing detectors, SI, $2 and B\" u._ed similiar active bases and wet('

read out using Phillips 704 discriminators and LeCroy 2228A TDCs modified to provide

30 ps/count. Discriminator thresholds were set at 15 eA of the beam pil._e h_,ight.
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3.5,1 Calibration of the TOF Detector

The TOF electronics were calibraled before and after e_h running period and the

scintii!ator-PMT response was calibrated for each bea,.n-energy combination. The TDC

system calibration used a set of standard cable lengths and a pulser to check sensitivity

and iinearity, while each ADC w_ calibrated using a standard pulse to check gain. Each

"I'DC channel had a sensitivity of 30 35 ps per count and therefore could cover a dynamic

range of _ 60 ns. The typica! non-linearit:." w,-_ a smooth, monotonic func,.ion yielding

< 1_ of ridl scale.

During the setup for the first heavy ion run in !990, it was discovered that almost hat[

of the TOF slats had develop(-d a higldy non-uniform position-dependent response. Thi_

was subsequently determined to result from multiple areas of local crazing about 1-9 c,n il:

_'xlent and separated by about 10-20 cm along (he te_:gth of a scbztillator slat. To correct

this effeel., the beam was blown up to dimensions exteeding the extend of the fragm_,nt

dislributions and then swept acre.% the deleclor by (ramping the |I!SS magn('tic fi_,ld),

resulting in hits from particles whose charge and velocity were weft known. I]:ach particle

also passed through the DC so that trajectories were me,-_ured and therefore h_t p<xdtions

on the TOF slats could be determined. From this information a response map of relative

amplitude and time as a function of hit position was co=,structed for each sial and used

to correct the slat ADC and TDC signals in the off-line data analysis. The pulse heigh:

distribution for beam particles before and after correction from a good and a crazed slat

is shown in figure 9. Similarly. the TOF distribution for beam particles alter correction

is shown in figure t0.

Particle velocity, /3F(', is de_ermlr)ed using lh_ pathlonglhs fic)n_ targvt to TOF sial

(L_t=:) and from $2 to target (L.s_) . and timing (7"_1,_ - T.s-_) f(>l Ih,' fragm,.,:ts [ro:n the

trigger scintillators to the TOI" wall:

Lata¢

_grc = -- (14)
l;lo: - 7;: -- Ls'zlfll,c

which, for the beam particlez_, reduce.s I(>
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.&,¢ -- (l:,)

where iSl,c is the speed of beaa_ particles.

The $2 detector, the closest upstream scintillator to tile t,xrget, was used, because tile

timing from this detector is le_t aEected by energy loss of the beam in traversing the

bulk of the UDS detectors. Tile energy at tile target for some of the lower e,.*erILv , higher

charged }_:ams varied by a__ ha,lea as 5% from the original kinetic energy. But when t_:,:

dependence of the Ts_ signal on beam pz.rticle velocity apd poslilon on'.o $2 is removed.

the inlrinsic resolution of the $2 detector is determined to be osz = 50 ps.

To obtain the act,al flighl time, (7;r,.. -7/_s_), t.b_ raw signals were eorreclcd for *_D("

slewing, TI)C offset.s including cable delays and light propagalion delays in the sl,_ts, and

for the non-linear elfects due |.o TOF wall degradation discus,_ed ah,sve. TI)(: _51f._'l.s

are the easiest to be corrected, m_king use of Eq.{15) applied to the signals produced

bv he.aa'n particles when sweeping the beam along the TOF walt. At the end. typical

timing resolntions in the neighborhood of try- = 150 ps were obtained. The pathieagths.

L_,i,t. for the different particles were calculated from the known length of the central

beam ray and the relative hit positions in the TOF wdi for each fragment. The resulting

pathleugth, L,l_,, w_ within 0.3,% of the frye value, making the error of the partk,e

velocity c,_/3 -- 4-0.2%.

3.6 MUFFINS

Neutrons emitted at near projectile rapidity in this experiment were detected with

a .MUttiFunctiona_l Neutron Spectrometer (MUFFINS), a higi_ efficiency neutron "IOF

detector. MUFFINS is a position sensitive detector made from 30 coaxial NE!G2A scin

tillator discs, t m dianaeter and 3 cm thickness, spaced 6.5 cm flom each other. "i'heze

arc: G PMTs equally spaced around the edge of each ,]is,: fl,tming a regular h,'xagon l':,_,h

PMT u_s tl,, same active base used fo_ lib,_ TOI:" wall and similarly I,,'L_ two identical

anode outputs. One wa._ sent to a Le(7.:rc_y 441;_ d_scriminatar which ,_t_p_ *_he Let.'roy

22251 "I'DC, and the _ther re, a I,e(Jroy 2282 AD(' lhrough a small preamplifier (m_t used

in the 199(I rims). The MIq"IelNS det,'clor _as placed at 0 ° downstream of lhc ttlSS
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dipole at about 9 m from the Lt{2 target. MUFFINS segmentation enables il lo mea._ure

neutron multiplicities up to and possibly gree.ter than A'_/N_, tha _- is the total number

of discs. ;\',. divided by the number of those which are com.emporaneousty excited by the

same neutron, :V,,.

Previously, neutron detectors have achieved the required degree of spati_l re_olution

by using narrow scintillator bars whose height and width produced lhe necessary granular-

ity. The detection e[t_ciency and spatial resolution [or the M UFI"iNS de.cigr, is equivaleni

io a l.radil, lonM counler composed of 2395 lcm x 3cm x lm bars. while req, iring only

•i% of the associated electronics. The scintillator discs behave as scintillator girts for the

determination of time and position of hits. Using multiple elliptical coordinate sys'_ems

(.MECS) [I0]. it can be shown tha_ the time at. which a particle impacts a disc can be

decoupled from the position at which it strikes "he disc. Both the spatial distribution

for individual neutrons and a determination of their velocity, and hence energy, can be

obtained by employing the MECS technique.

The txvo main purposc_ for detecting neutroas i.u this exper-ment were to make a mea-

surement of the neutron s_ripping cross-section (the isotopic cross section at the beam

chaxge) and to have some indication of the centrality of the col_ision through the measure-

me:d. of the neutron multiplicity. For these purposes it was necessary to achieve ;.,.high

neutron &election efficiency, which is given, for each disc, by the product or acceptance

,,(Z --- 0) and i,lrinsic efficiency ,l(g = 0), that is: e = o(Z = 0} -,I(Z = 0). I.lsl,g N

r " Cdiscs provides a total int.rit_sic oeu{ron e[,,:,en _, given bv

where _ is the intrinsic neutron detection efi'_ciency of a singie disc Oh'en that .'7,t _ _t>_

for our beaan energies, then _I(Z = 0) -_ 60_,. ensuring a measurement of the term neutron

s',ripping cross _ction wit}, reasonable error wit}fin the allotted beam time.

The beam and other particles of charge Z_: *'> ?. could ,,,1 rvach the ,MIF'FINS ,h.-

rector when the magnetic fi(.'ld was on. However, charged Idons and protons emilltu]

from the t,xrge.t at m_Mr.lently large angles with resp,-'ct to tl,,, },earn d,d reach .MUFFINS

2O
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even when the mabmetic field w_s on. For this reason, tile first disc was Lypically put in

a_lti-coineidence when analyzing the data. To assure no charged particles traversed tile

de;ector, hi_s were accepted only from events in which the first disc did no:, give any signal.

During tile t990 runs, a small prototype of MUFFINS (3 discs, each incorporating

or:ly 5 PMT's) was used. Hence it was not possible to measure either the stripping cross

section nor the neutron multiplicity with any accuracy. However, spectra and ang_alar

mstrmutmns of neutrons were oata:nea for tna_ dataset.

3.6.1 MUFFINS Calibrations

Beam particles were transported directly to MUFFINS by turning the HISS dipole off

at the beginz_ing of each run with a new beam ion or energy. In th_se runs. MI_'FFIN.q"

discs acted a__ TOF wall_ for l,ealn ps_rticles, so IbM fir" wa-- caloilat_.,l u_i,,g palhh.,gih

and Gming with an equaiion similar Io Eq.(15). Knowing < B_- "-, it wa., pos_il_le to

determine _ho TDO offsets fc, r each PMT chanm'l, after correction for _lew _.Ir,_ct_ usir_g

;he ADO data.

Aithough Lhe geometrical efficiency" for light collection wa.s low, it w_ necessary to

use in-iiue 10X attenuators/or beams of a2S and hearier _md this a_tenuation were taken

into account when computing the slewing corrections. By applying the MECS method

[10] discussed above to this TDC corrected data. we were able to obtain the beam profile

shown in figure I1 for 4°Ca at 565 A MeV. The MUFFINS detectors had timing resolution

of _, _ 69 ps, which remained constant for all ion and energy combinaGo.:s studied, evep.

though the beam profiles differed. Tl,is timing resolution is in good agreement with the re-

suits of simulations, allo_'h_g us to derive a timiz_g resolution i"or n,_.utr(,ns of a|,_,ut 120 p,.

la 1991, a beam of 79,I.5 A MeV 4lie _'a_ used _t ;h, - N:ginning of the" e×pcrimt-nt.

MI;H:INS data with qle were taken by triggerb_g o_ two small (2..5 mm x 25 ran, _.

1.,5 ram) SLF and SLB scintillators, both placed Mong MUI'FINS central axis. o_le up.

st ream and one downstream of the spectrometer, respectively. ]'his d._ta, taken rsing the

calibration trigger,

25
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CAL = BEAM- SLF. SLB (17)

served as the dcfinhivc time calibration for the MUFFINS system. TDC c,ff_ots were

obt_ned after correction for slewing effects using the ADC data from eacl, PM2,'. For

' cal,bratu)I, was re-checked t)y tur,_ing off the HISSeach beam uses in tile experiment, the '" " _

magnetic field at the beginning of each set of runs and allowing l_,.am particl,_ to dir,.ctly

yv '¢_'r •impact MuFf ,NS.

3.7 Data Acquisition System

The TRANSPORT ex_eriraca'_ u_ed the VME-based multi-processor data acqui_itio:;

system described by McParland et aI. [/ll_ Tt-is svst, em consisted of a se: of m}cropro

cessors in,tailed on a common \"ME back pIane. Each processor was capable of acqviring

data directl; from one or zrore CAMAC crat_ via a CAMAC interface modu}e using

the \:MX bus. The resulting data from cach eveni were formatted and co::structed in a

si,,glo large mon3ory array. Th,. a,'c_mmlmod data _,-,e the,, queued t4, a dala h)g.ging ,_r

communication precis which transmitted t.hem via I']thernet to a cen|ra] VAN facility for

disk storage and taping. The data di_k was mounted cluster wide, hence once: the data

w,_ s_ored, it _-_a accessible by other workatat.ions on t.h(., cluster. The._e work_.ai.ians

were used for various diagaostic programs m_ well as performi_:g the data analysis tasks

to be discussed later.

|

The acquisition system wa._ controlled by programs executed ;n the hos,* VAN. V.ME-

diag. one of the primary control programs, provided an on-line disp}ay of the state of each

of the major components of the d_ta acquisition system. Furt}-er. each CAMAC mterfao.

was capable of being a_.ccsscd by this program, thereby making it possible to test the

various CAMAC modules using progr_.ms e×ecuti::g on the hc_st VAX
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e×t ract, ed and the detector calibrations discussed above are applied to ext.rac_ a detector-

oriented dat,_ subset. At this stage, the ana!ysis bifurcates into an upstream branch and

a downstream bra_ud_, which proceed irl an independent fashion. This methodology was

employed to enable reporting of tot.a] charb' changing [5] and elemental [12] cro._s aection._

ir a timely fashion without impeding progress to;v_rd the ultimate goal of isotopic cross

sections. All major components ;,n the upstream analysis ("good" heam characterization,

BS"/SSD charge calibrations, beam vect.o, calibr_.tions, target _hickne_s calculations, tar-

get density and the upstream fragment acceptance _, are completed prior to the level 2

processing where the upstream a_d downstream analysis are merged to ea_.ble isot,mic

_.nd differential cross section mea_uremm:ts.

\Vhile tlte anMysis of the upstream detectors is proceeding, those parts of th,_ data

associated with the post-magnet detectors, DC and Tog, are being analyzed to produce

particle trajectories (-"/F, !'F, 8r, oF), charge ( _-t, and fi,gnt time {TOF}. The 1)('

trackii_g code which provides trajectories is also u,,ed t,_ p:oje<t to ;.he pla,_e of _.he "I'OF

wall and determine which slats were hit. by whir.b particles. It is the vertical component

of this projectior, that is u._ed to correct "I'OV slat respon._ for the position dependence.

Further, this trajeclory information imposes a one to one association between particle

trajectories from DC. specific ch_ge and TOF. This. in turn, allows the determination

of the fragment's flight path length a.nd the completion of the determination of/3_. {see

_ction 4.2.2). The main problems during this procedure concern: (1) the determination

of the acceptances a'(ZF,AF, z) and intrinsic e,_ciencies _;(Z_-,AF) of ti_.e system for

_he different fragments; (2) the normalization of data taken with BEAM trigger to the

data collected with [NT trigger and (3) the n-e_urement of ri_dity. These problems

are common to all of the ,_ypes of cross ._ections to be extracted from this data a_,.td a,,"

discussed in the following, sections.
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m

ia the experiment, combined with the Go!dhaber formulation {131 , and assumed persis-

tence of velocity of the fragments. Tile resultant openin_ angle for fragments is typic,_]iy

a few mrads. The depth-dependence of the accept.ances was integrated by dividing the

target, into thin slices along the z-m, ds (beam direction) and then using the Monte Carlo

events to determine the proportion of fragments of each species from a given projectile

thai, fall outside of the physical detecto.,'s. These calculations were checked for several

systems with independm_t calcula'dons using GEANT[14] and a ,_econd custom-written

Monte Carlo code.

The _cceptauces, o's, were found to vary between 70% to _0,_ over all projectile

and fragment sysiems for fragments meavured in the experiment. For charge-changing

cross ._.ctions, the A,_ dependence of o's was remc_ved by an usiug average over the

same ZF, weighted by the isotopic production cross sections c_xlculated using parametric

predicl, ions ['-I].

As shown in figure 13, the main aperture restriction in this experiment ,,v_ found to

be _he ,FED • i.'-'4 combination; neither the TOF wali nor the DC significantly impacted

the accepl,_nce, so tha_ Na_,(Z, A) = Nssi3(Z) Y(A), with _*'(A) the yieid of isotopes of

charge Z having m_s A.

The beam acceptance wa.s effect ively _00% since the V:3 aperture is siguificant;y small*'r

thati the '¢4 aperture. The only widening of the beam arose from the multiple Coulomb

sralterin 8 in the material (target, wi_idow, _nd air) betwec-n V2 _nd \:4. T},u_, flit I.,eanl

particlt% NTo=', the only supplemental Mtlciency corrections ,/(Z, A) were the: resull c,f

misidentifications in SSDiBV. Since Ihis is a random process and independenl of the

charge and mm_s o£ the fragments, a conslant etX,iciency correction for the ,c,,ql), '_ss_

9'.9.5 2: 0.5%, could be employed for all runs. i.e.

;YT D T _-- -I_':lal _" a tl¢

where _\'IJl_aa.l is lh_- mimbef f,f B I';A al lrigg¢., sigl_al,; COtlllted by the scaler.

tlSJ

For fragments other than the beam, while acceptance._ depend orl charge and impact
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position, efficiencics are constant and equal to Osso _, 1, with negligible error_, wil h the

exception of the neurons, discussed in section 4.3.

4.2.2 Rigidi W Me_surement.s and Isotope Identification

it: computing tile elemental cross section _r(Z), the charge ZF is ¢_bt,ained u_ing the

BV and SSD detectors. Iden_i_'ing isotopic fragments include, in principle_ lho fl',ll(,w;ng

steps:

(1). Demanding consistency wiIh the charge returned by the q'OF wall to ass_:re I.hat the"

_agment suffered no further interactions in transitin; the system.

(2). Requiring that an associated t,rack in the DC exis;s for eac.h of the charges returned

by tha_ $SD TOF-wall restriction.

These associated tracks must trace out a proper trajectory from the interaction point in

the target, as determined by the upstream vectoring detectors, to the impacted siat in the

TOF wail. The fragment rigidity is then measured b:,, determining tl:e fragment traiectory

ms }t curves through t_.e HISS dipole field. This requires multiple position measuremerts

along the Irajectory to obtain vectors both into and out of the magnetic region, which

are then used in an iterative ptoced_tre thai h_.gin_ wilh an initial gue_ o7 11,- particle,',

rigidity.

llowever, this long procedure, which i_ ne_'essary for heavier beams slich a_s ('r el

Ni. can be avoided for light_'r i_eams. An al|ernale method is I_._ed upon th,- fir_t-(,td,.r

relationship between rigidity and the trending single. We can form a rig_dlty-lik," _ar:abh'

1L,,,_ (henceforth, "pseudo" rigidity) hy

where .V is the fragment posit, ion in the bending p_ane el the ttlSS rnagn,'t tthe horizontal

plane) wil, h respect to one of the edges of the DC, taken at the point where the track

passes through one of the 15 ptanes of the DC itself, @x is the angle that the down.qreaJn

vector makes with the upstream one, and l(z_ is obtMned by taking a Saml,b. ,_f each

element, Zr'. :.rid fitting a line through oi:e of the. isotope clump_ that apl,e,tt in a pl_,!

of X versus Ox for this elemental sample (Figur,: 14, top) Th+. al,_r_l.t- mlil._ <ff l_'t" are

2,',
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obtained by measuring the "pseudo" rigidity vr non-interacted beam p_rticles, for which

the rigidity is known.

The measurement of "pseudo" rigidity" of the fragments and its use in Eq.(i0} give

sufia,cient mass resolution for lighter beams, due to the high resolution of the fragment

trajectory from the DC and tile long flight path to tile TOF wall. This is clearly showt:,

in tile case of Z"Ne at 581 A MeV. from tile center and bottom parts of figure 14. The col

responding mass histograms are shown in figure 15. The mass resoluti(m is &A/A m l%,

with AA _ 0.2a,nu, and the mass peaks are clearly visible down to boron (Z/s = Z,v,/2).

However, for heavier beams or for obtaining the fragment momeT:t,m distributio,,s

(and hence the differerttial cross sections u_ful in studying the detailq of the nuclear in-

teraction process), il, is necessary to use the more a(curate fragment rigidity determined

by tracing the fragment trajectory through the IIISS tield.

Once the mass has been determined, the isotopic identity of the fragments is estab

lished and their populations are extracted by fitting multiple gaussians to each element

histogram (Figure 15). Since the acceptances o'(Z) and the efficiency :t.v._r5are both Jude.

pendent of A, tl-e isotopic yields. _t"(A'), a,s reierred to in section 3.2.1, are easily obtained

}'_.,.(a) -- ,ve.,(z,-. All _ ,',,'e,,(z_-...t) (20)
.4

4.:3 Aualysis for Neutrons

Dala lak,-,i. th,_calibrati_,,r.as o[ MUFFINS (_v _e_ti_>n3.6.1)w,.,-al_,,._'d in

caliblating the intrinsic lleut ron doe( tion eflicienci,_, of each dis( its a l'unction ,,1"p,,41io,,

The efliciency calibra_.ion incorporated a somi-empilical pr_a(_'dure ii,_vtvi,lg ('EANT pi.'-

dictions. The int, rinsic efficiency q(Z = 0) wa._ d,.le, mino, i I,y ,,mq_rh g _im,lal,.,t ,,u|p,,!

pulses, produced with GEANT for cl,arge,l particles passing Lira,ugh MUI"VINS. h, tile

corresponding outputs observed experimemally for the variou_ P,M'I'._ using 411c or other

beams. This Mlows scale [a;tors to be ohtained, that, applied to the _imulated p'zl_

produced for neutron interactions, give._ the realistic distribution of pulse heigkts tha_

2(;
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one can expect in the experiment. The good events arc then determined as those for

which pulsc-_ overcome thresholds in the PMTs of a given disc (for the sake of simplicity

we imposed, in the a.nalysis as well as in the simulation, that all PMTs connected to a

disc fired when a hit occurred in that disc). Efficiency for the given single disc, though

not yet corrected for anticoincidcncc of the first disc with respect to the others, is then

defined in the ste.ndard way. that is: r_t_ _ (good cvcnts)f(all incident T_cu_rons).

With this method, it is possible to vary the energy of incident neutrons and the posi-

tion of incidence at the disc and thc_by obtain the function rl_(E.,, x, y) which is essential

for the computation of _otai and partial cross sections of neutron production, one of which

is the stripping cross section for production of beam isotopes. The uncorrected intrinsic

efficiency of each disc, as obtained by this method, was typicaIIy 3.2_2 for neutrons with

300 Me\" < E, < 1000 MeV.

The correctc_ _a can also be obtained from -*l/d tl,.rou_h complete ,.imulations of the

fra_'nentation process, but it seem,:-<] better to obtain it directly from comparison of e_-

perimet:tal data analyzed with and without off-line anticoincidence with the ti_st disc, as

described in section 3.6. From Ibis il wangpossible |o estimale a reduction of etliciency of

about t0',_ of qt a, so that _/_ _ 3% as stated above.

The acceptance of MUFFINS discs, o_, is simply con;,ected to the solid angle A.Q4

subtended by e.ach disc, which in turn depends upon the disc to taxget distance. So, only

for the _mallest at, that el the last disc, corresponding to Af_, is it poxsible to u_ the

total intrinsic efficiency given in Eq.(16). [:or all the other discs there will be a small

peripheral circular region for which the acceptance is slightly higt'cr, but the intrinsic

efhciency corre._ponds to i < A" discs. Due to the fact that the total length of MI.'FFINS

is 1.8 m. the variation of solid angle with respect to the central disc was .Xf)/D.c -'- !8%.

It was decided to use 0nly the particles detected inside the AR_, for which o(Z = 0) = o,.

4,4 Run Normalization.q

Knowledge of N'ro'r for each run is cs._ential m <_rdcr tn normalize the r(muits el differ-

_:nl ru,7._ amc,ng them. Data in fact were taken under different conditions, depending o_:
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the run; e.g. LH2 or "dummy" target and BEAM or INT trigger. Thus it waz nece_saxy

to normalize run populations belore using them in tile cro,_ _ection formulae. Norzn'_-

izations among BEAM trigger runs, independent of the taxgc_, is str,_ightforwasd, wnce

scaler counts are used. The same is true in normalizing INT trigger runs for tile same

target.

NormalizingBEAM trigger runs to INT' trigger runs for Lhe same target is a bit more

difficult. ]tere the "_ veto increases the dead time in the case of the UE.4M trigger

runs. The registration of events op. tape was cold.ro]led by the computer through the

/3USY veto, which is generateq by a flip-flop set by the eveu_, trigger and cleared by tlw

computer that no event can be accepted before the acquisition of the previou__ oi_e ha_s beel_

completed. The dead time due to event acquisitior_ is typically several mi,:ros,-c_mds pot

event. Due to tho different ral.e.q and to the different word lengths for rvents generated

under BEAM or INT trigger._, the dead times hetw,_n the two triggers can be very

different. Therefore, to correct for this effect, _ve mu,_t, count all of the fragment_ dctccwd

by the SSD, N(ZF, At:) = Nsso(ZF) for Zp/2 < Z_" < Z_, - 2 (runs which used the tNT

trigger were inefficient in caiibrating Z_ and Zp - 1) and compare the re._u!ting total

numbers, obtzfin':ng the normalization coefficient t_t:_ by:

Zl,-2 Z_--2

Zr.12 Zv/_ -

{2i)

]'his changes the value of Nror, given by Eq (1._), to

.h]TOT -_ NTOT.INT _" ;_'TOT.,qEAM " ]_I.B {.:!2 )

This results into as_ o_rall systematic uncertainty in the cross secti,_ns

:XR1.n/Rr_ = rniu[(l - f_t:_). AE/Y,] (22}

where Ht.B can well be very c]o_o to 1, if Iho d,..aul thn,: is ab.ut the sam,- for t'¢E,,i.'_!

and INT trigger data, and
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Z;-2 Zr-2
_t_v = i/_ .vz.,.r(z)+ 1/_ _%_.4,,,(z) (2,1)

Zr/2 zr/2

A slightly different method is used in extracting the neutron stripping cross secLions.

The data taken with the interaction trigger cannot be used for this measurement, since this

triter excludes both the beam and all isot.opcs of the beam. Using data taken with the

beam trigger, the neutron multiplicit, i_ can be extracted on an event-by-event, basis using

information from the MUFFINS detector. The events in coincidence with the charge of

the beam, measured by the SSD, give the yields of the isotopes of the beam, while those

in coincidence with diffezent charges supply an internal calibration of ¢ for MUFI:!NS. to

compare with the compuLed wa]ue discussed in section 3.6.

4.5 Error Analysis

The error calculations are somewhat eomple×, and depend, of course, on the type of

cross sect.ion to be measured. ]lowever, the main sources of error include statistics and

fitting, effective target thickness, arceptancc cad e_ciency calculations, normalization of

INT trigger data, and thick tau'ge'_ corrections. In practice, we first evaluate the a.gsoci-

atecl uncertainties that contribute to the 'thin t_ge_ approximation'. Eq.(l). taking into

account that AN,J/N, _ ._ l/l,_ Ij - LH_,TO). by

_/( _," )_" _ " "_or

Determining N,_ demands computation of acceptarees and efficiencies. _ well as fit-

ting various peaks in the experimental data and :mrmalizing INT trigger data, so that

t}w AN/ contain noL only the sLati_t;cal error, but also the errors made in all lhe compu-

" .f I:V7" ttigg,_r normalizati,_n (seetations, while the N_-or contain e.s,e t al,y th(, ,-,rt,r

l"q.(2l)), while the other ._cmrco._ c,f _,rre)r Im)d I,) c(,mpen_ate one ant, thor. due to the

large number of terms in the sum ow.r N[ appearing in 1';%(4).
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/.From Eq.(3) we have

A.,\;/!<\. s ._ [ 1 (,',,t,F..(_R,:e_ _
et; r/i " " f'_Ln " 4-a/if

(26)

where nil, is the relative error introduced by gaussian fitting of particle spectra to extract

N,,d, t. Furthermore, Eq.(22) yields

A_.S t,',. [ i a-(ARs:s)"
V,">----L¥' " ('2_V)

where R_.e is tM<en from Eq.(2t).

Types of uncertMnties include:

* the overall survey re_olutiou, which o r -;-2 mm ,,I.iving typically a 2-3 mrad re:;olution

[or vecioring (5 mm error of particle oa target);

* the effective target, thickne.q_ error witil vectoring resolution folded iv.. which is m 3%;

• t,he gaussian fitting procedure, whose uncertainty depends upon the individnal c_qc;

e the normallzatlou error, described it, seclior, 4_:l, which is _ 1%.

For the thick target correction, the main source of uncertainty is the estimation of

various secoridary cross sections from tiJe parametric formulae[,l]. The urccrtaiaties are

evaluated using a Monte C_]o technique. This is done by randomly varyln_ the secoud,xry

cross sections and repeating the calculations for the thick target (see sectio,, 2.2). The

te_hnique assumes a 10 c70 error in the secondary total cross _ections arid a 50 _. uncer-

taint)' for the secondary cross section_. These nmY, ber._ are cho_-n I, overe..-qtimal.e, rath,-_

than underestimate, the final uncertainties. The c;dt ulations are repeated one hundred

times with different sets of secondary cross sections, and the RMS deviation of the final

correction for thick target was taken as ttle uncertainty. These thick target uncert;_inties

are then added in quadrature with the origina! thin target uncertainties to form the final

uncertainties.

3O
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5 Conclusions

_x,% have described the experimental appaxatus and outlined l.he method used to de

tetmine the fragmentation cross sections for nuclei from :te to Ni in a hydl-ogel_ targe', al.

energies from a few hundred to a few thousand MeV/nuclex)n. With thi._ appacatus wc,

have been able to achieve a fr_ment charge resolution of 0.3 %, velocity resolulion of 0.2

%, rigidi_,y resolution of 0.2 % and a res_.lting mass resoh, tion of i %, which corresponds

to an absolute mass resolution of 0.2 ainu for _aNe.

The experiment hm_ data for over 20 beams interacting with a LH_ target. The re-

sults for some of t.hese projectiles have been reported [12. 1S]: meanwhile analysis of the

remaining dat.ase*.s is underway. We expect to use this data to ivvestigate nt.'cleaz- svs-

tematics, study methods for improving single particle h:c]usive production cross section

predictions, and directly apply our resvlts to addressing particular problems in cosmic

ray astrophysics. The abilit.y _,o make reliable predictions oi- nuclear cross sections will

only be realized by increasing the current database of known cross sections: and. with th,'

recent demise of the LBL Bevalac, experiments such as the one described here will .qeed

to make use of heavy ion accelerators world wide. if this important, v,olk is to continue.

Acknowledgments

We wish t.o thank Ben l'einb,-rg and the I?,eva'ron Operations st,aft for their efforts m

providing the auxiliary ,_rvices needed to make this facility and expcrHuent a succcs.,,.

This work was supported at Lawrence Berkeley Laboratory and University of Cali-

fornia, Berkeley in part by thc Director, Office of Energy Research, i)ivisior, of Nuclear

Physics of the Office of Iiigh Energy and Nuclear Physics of the U.S. Dcl,art_7_ent of E,

ergo" under Contract Nos. DF,-AC03-76SF00098, DE-AS0.5-?6ER0-1699. aml ',V-7,10",-I':ug-

48, i_ part by NASA grant NOR 05-003-51a, _,d i,, part by NSI" grant |'|IVRI-'?ItI(I:I, al

Louisiana State University by NASA grant NAGW-1526 aJ,(l by I)O1"; granl I)i"-F(;O&I-.'|I

al

C-09 37.tif



40147; at Ua;Jversity of Min[tesota by NASA grant NAGW-20B,I; at New Mexico State

UniversiLv by NASA grant NAGW-3022; and at Urfiversit;i di Catania iri p_rt by the

ltatiasa Government through INFN and MURSq" and by tile Sicilian Local Government

through CSFNSM.

32

C-10 38.tif



A APPENDIX: Thick Target Measurement of Cross

Sections

A fl_ll thick target cross section formulation is the basis for all experimental cross

sections calculaLions. Various special cases can be derived from ttw general formulae to

be adapted to individual experimental setups. For example, the widely used thin taa'get

approximation is a case where the simplest cross section formu]ations (Eq. (1 }) can be

used. However, the gem,raJ treatment is difllcu]* to find in the literature_ Therefore, w,_

present an outline of suzh a treatment. The formulation inctude__ not only t!,e general

projectile transport tbroagh the target, but "also the geomelric co,,finement of :, realistic

las'get volume

A.1 Thick Target w_th Large Transverse Dimensions

Assuming that all £ragmcms F: - (ZF. AF). i < i < n where n is the smallest fragment

type, produced from a projectile .to _ (Zr. Ap) incident on a target T, pass _.hrough the

whole target {'i.e. do _.ot leave the sides',,, the number dN, -_ dN(ZF, -'iF) of fiagm,'nts of

the type F,. produced at a given point inside the taxget, is given by

that is

dN t J.-zr-- | g=_t

d--7 = Z =\5(_'_"_(J -" i) - :v_I--)-_ oz(i -- t) (2S)

Wh _ _ • i .tn.,cgvess t is determim*d Lv

N- • p. L • 10 -_"
t .... mb -i (a0)

Ar

where 3,:._ is Avogaur,o' "s number. AT is the a_omi( weight ,,f t}:,- larg,,_.," p it_ d,,,_ity in

g/cm a, and L is the target gvomotric doplh it: cm.

"I I,," simpl*-st of equa| ior, s (29) is i - 0 which gives the evolution of the bc;.m pr,u_'ct firs

in,M,+ the :,argel: _-_ + N0(a)-,rT.r,,-, ,, = O. The solution i,_

,'\;,(:) = Nror , -,_, ro_o (31)
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where NTOT = No(O) is the total number of incident projectiles.

For M1 the other values of i in Eqs.(2g} we observe that the equations are analogous to

those of the decay of a radioactive dlain. ]'he 5" can be exactly solved, one after the other

in order of increasing i. The solutio.% however, beco:nes more and more complicated as i

increases, so tl_at it is on15 practical to solve t3qs.(29) numerically. To give ._om,- idea of

the solulions we notice thal:

(1) The leading term ia the right t',and side of Eq_. (29) Mways contains No(z), given

by Eq.(31). Therefore, for thin targets (t = _-- L < 0.02/crT.TO.t',o, where L i.q the total

length of the target and NT i.a the number of target atoms per cm'-), all the ol,he; terms

can be ignored because N,(z) _ z t-or i _ 0.

(2) The seconda.ry source term. Z N:(z) - ar(] --_ i). increases ¢ont`immusly fi'om i _ l

(for which it, is 0) to i = n, while the corre._ponding sink term -'\,(z) - crT.ro-r., behaves in

the opposite way, approaching 0 for i _ n.

(3) For an extremely thick target _ "--'- _ s\,. = 0 for i 74-n. while N,, --- Nr_v (this
- 1/ <v(_-_t)> "

is the main physical ch,_.racleristic of a target with large transverse dimensions).

"l'heref,>re, faking into account that

N! { z ) v - -'.o.'r.r or, _ e- z-_'r.ror.._
rj,-- = o(0 _ 11- (,,2,

IN'TO" l- o'T.I"O T.9 -- 02- .rOT.t

and

-\'.f:) ! - e-: _,'°'_.°
-_ or.ror.e. (z --, _) (aa)

2%'TOT _T,TOT,O

we can write, for i ( 0:

,V./_ ].,1_ _ ¢ _. :"b*<zI OT.TOT., __ _--'-'¢'T.TOTO

-- _ .,(:).,,rt.o -- i). (,_t)
I\TO'r OT.TOT.O - b,(.-) • _'r.ro r ,

where a,(zj' = 1 for z < O.O'2/CrT,T07,t b al{z) _ l and a,(z) -, _.(......r,,r,,) as far a., : ---. ,xz

ar:d i _ n: bl(a) _- 1 and b,(e) ---* 0 for z and _ suLqciently large so that sink and sec-

ondary source t.erm_ compensate each other. _. _ and a,tl} are, of cour.,'_e, related among

3-I
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them_-e _es. As a special case. _q.to._j rtxtnces to Eq.(t ) for a thin Lazget.

A.2 Thick Target with Small Transverse Dimensions (Wirelike

Target)

It is worthwhile noting, from Eq.(34), that the net number of type F, fragments is

given by a difference of two exponentials, as it must be if fragments _e produced from

larger ones which axe reduced to sma:'ler ones by collisions with target nuclei, floweret,

this result is valid only if the fragments produced by the projectile do not _x;t from the

sides of the large|. In an)' realistic experimental setup, this properly is welt al_proximated

only for the beam itself, because it is well collimated, I| may uoi be |rue for the pm,luced

fr_gmenfs, which are emitted at finite angles from _he beam itself. In particular, if the

,._. j . - ; ,_ S_Stt_.(l ..,D_y Vt'rV_a_geo were very long, this condit:on (and then [',q.taa)) would be : ':- _ c. ' for .

wide targets.

In general, scattering inside the target causes gl:e projectile and the fragments to

deviate from the original beam trajectories. Depending upon tee size, bo_h transverse

diaxneter and iongitudinM depth, particles can escape from the sides of the target. An

extreme case is represented by a wirelike target, where all particles emitted at angles

different from _ 0" escape. In this case. which is most likely at iow energies where the

angles of emission of fragments can be ]arge, Eq.(29) becomes:

d,Vi ,--,- i

dz
3_0

where b,.ois the l(ronecker symbol.

gq.(a5) gives the same result for beam particles m_ Eq.(3l), whiie for all the other

fragments Eq.(3'l) is replaced by

N, fz) _or(O i}. !-e -'_'°T.° (a6!
* _' TOT UT,TOT._

which, for a thin target, redm'es again to Eq.(l }.

3,5

C-13 41.tif



gq.(36) shows the main physical characteristic of the wirelike target: eventually, for

very _h]ck target, all the produced fragments survive (because they escape from _.he target

before they can interact again), contrary to the cane previortsly discussed. The quantity

of a _vetl fragment is proportlonM to the cross section for its formaGon _md their sum in

equal io :_T02"-

A.3 Formulation for a Finite Size Target

The cross sections caiculati0as for a realistic _.arget with finite '_ " i-_llCr.lleS, altd {,t'aDs'_('[._{"

diameter are more complicated:

• tlm losse_ of incident, beam projectiles and fla. ,,_ents w_thin lhe target via inter,-u-

tions with eit, her tile t_get dements or container materials cannot be ignored;

• system acceptances can depend on Z, A;

• depezldiug on tile angle of emission, the prod_ced fragments F, can escape tee targe_

volume from the side.

A more realistic equation for A,. is then give.u by a combination of Eq.(29) _.,_ Eq.(35),

like:

-- - _\'_(:)-_,,.r(_). o_.ror.. = _ t\;(:)- _,,.r(:)" "r(J _ i) eSv)
d z _ =(t,

where 5:.it(z) is an accepl, ance term which reduce._ identically to 1 or Io 6,.o f(,r torg_.|s

with either sufficiently large or small transverse- diameter, respe,.tively. :Vi.e,. e i._ relal.ed to

the true number of produced i _a fragmr-r, ts by the intvgral equalion

' dN,N,.a.e, = _h " a,.l(z) " --7: • dz [38t

which, for moderate length targets caa_ be reduced into

|

l
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Figure captions

Figure l:

Figure "2:

Figure 3:

Figure 4:

The b_ic apparatus of the I{tSS system as it was configured

for this experiment.

Schematic of Upstream Detection System (UI)S).

Position maps for the PSD fibers before (top) and after (bottom)

calibration.

Schematic of the LH= target cryostat and control svs'_em (top)

and LHa target ve,ssels (bottom).

Figure 5: Target temperature variations during a typical run period, wi_t,

corresponding beams aa_d energie,q indicated (top), and the entire

operating region of density vs. temperature for hydrogen (bottom).

F'igure 6: Plots of the raw SSD ADC vs. BV ADC for aaS at 770 A MeV

for Bt3AM trigger (top) a_d tNT t.r_g:_er (bottom).

,'_ure 7: Upstream charge histograms derivoi from the plot_ given i_

L , trigger {bottom).figure 6 (or _,_,:_,_P"_k_.trigger {.top) and N q"

Figure 8: The drift chamber single plane resolution for :U;Ar

at. 546 A Me\:.

Figure 9: "['he pulse height distribution for beam particles and fragments

before and Mter correction from a good (bottom) and a cra_d

(top) slat of the TOF wall.

Figure 10:The TOF distribution for beam particles after correction.

Figure tI:Beam spot and profile as returned by MUFFINS for 565 A *le\" ,,0 ,

along witb typiea! position and time resolutions achieved.

Figure 12.Flow chart of tl,e HISS data an_)'sis.

Figure 1?,:Acceptance of downstream detectors and SSD as a fimction of

rigidity" and transv,-rs(- rigidily.

Figure 14:From *rack orientation inside the D(" (top) 1_ "'p_eudo" rigidil/

{center) and "pseudo" ma,_v (belle;l;) el the o×ygc.n ftagnl,'nt<

produce{! by ==Ne at 581 A McV.

Figure 15:Ma.ss histograms for the evel, l,_ shown in figure 14.
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